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ABSTRACT: We analyze uncertainty in model-based estimates of probable maximum precipitation (PMP) as used in
dam spillway design. Our focus is on model-based PMP derived from Weather Research and Forecasting (WRF) Model
reconstructions of severe historical storms, amplified by the addition of moisture in the boundary conditions
[so-called relative humidity maximization (RHM)]. By scaling moisture and predicting the resulting precipitation, the
model-based approach arguably is more realistic than currently used techniques [documented in NOAA’s Hydrometeoro-
logical Reports (HMRs)], which assume that precipitation scales linearly with moisture. Despite the important improve-
ment this represents, model-based PMP is subject to several sources of uncertainty that have slowed adoption in
operational settings. We analyze an ensemble of PMP simulations that reflect recognized sources of uncertainty including the
following: 1) initial condition error, 2) choice of physics parameterizations, and 3) upscale propagating model errors. We
apply this ensemble approach to the Feather River watershed (Oroville Dam) in California for the storms of February
1986 and January 1997, which produced some of the largest floods on record at that location, after carrying out in-depth
evaluations of model reconstructions. Differences in the maximized 72-h precipitation totals across the 56 ensemble mem-
bers we produced for each storm are modest, ranging from *7% of ensemble mean. Our results suggest that while
model-based PMP estimates should be interpreted as a range of values, model uncertainty appears to be relatively small
for the major atmospheric river—driven flood events we investigated.
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1. Introduction during an extreme storm to the climatological maximum, should
approximate the largest precipitation depth that could occur.
While the HMR PMP estimates contain some useful informa-
tion, the methodology relies on many simplifying assumptions.
Among them are that precipitation scales linearly with mois-
ture, the reliance on historical storms in a changing climate, and
that maximum efficiency has been achieved by historical storms.
All of these assumptions have been questioned (Abbs 1999;
Chen and Bradley 2006). It is now widely accepted that leverag-
ing state-of-the-art numerical weather prediction models could
address some of these assumptions and produce more robust
PMP estimates (Chen and Hossain 2016). These development-
sare prompting a reevaluation of PMP estimates, starting with the
use of model-derived precipitation to fill-in data gaps and apply
HMR PMP methods to model output when observations are lim-
ited (e.g., Mahoney et al. 2021 for Colorado and New Mexico).
New methods to estimate PMP directly using the Weather
Research and Forecasting (WRF) Model (Skamarock and
Klemp 2008) have also been developed over the last decade.
These methods (hereafter “model-based PMP” as opposed to
“HMR PMP”) follow the same logic as the HMRs. The most
widely used method, termed relative humidity maximization
(RHM) (Ohara et al. 2011; Ishida et al. 2015a,b), consists of

California is especially prone to hydrologic extremes, in-
cluding droughts and floods, such that it relies on a large net-
work of dams for both water supply and flood control. The
integrity of these dams is ensured by spillways that are sized
to pass the most severe flood that could occur, which is
termed the probable maximum flood (PMF). The PMF is ad-
ditionally used to ensure the safety of other high-risk struc-
tures, such as nuclear power plants. The PMF estimate is
derived using the probable maximum precipitation (PMP) as
an input (WMO 2009). The PMP is defined as “theoretically
the greatest depth of precipitation for a given duration that is
physically possible.” For the western United States, guidance
on how to obtain the PMP using a storm maximization ap-
proach is provided in NOAA Hydrometeorological Report
(HMR) 59 (Corrigan et al. 1999).

The storm maximization approach as described in the HMRs
(hereafter referred to as “HMR PMP”) has changed little since
it was first introduced for California in HMR 36 (USWB 1961).
HMR PMP is obtained by scaling the precipitation of an ex-
treme historical storm. The rationale is that storms with very
high precipitation efficiency have occurred in the historical re-
cord but may have been moisture limited. Therefore, scaling
precipitation, typically by the ratio of atmospheric moisture
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F1G. 1. Location of the Feather River watershed, on the western slopes of the Sierra Nevada, and the two nested
9- and 3-km modeling domains.

reconstructing and amplifying a severe historical storm. This
is achieved by modifying the forcing dataset such that relative
humidity is 100% at the model boundaries, i.e., by saturating
the atmospheric column. This increased moisture at the model
boundaries is advected into the model domain and generally
increases precipitation rates relative to the historical storm.
The largest accumulated maximized precipitation over the ba-
sin (typically over 72 h) is then retained as the PMP estimate.
This model-based approach to PMP arguably is more physically
realistic than HMR methods as the increased precipitation is
produced in accordance with the model’s representation of
storm physics, rather than linearly scaling precipitation with
moisture.

The development of model-based PMP nevertheless creates
new challenges that are only beginning to be recognized
(Mahoney et al. 2021). In particular, the choice of model pa-
rameterizations, errors in the initial conditions and model er-
rors (upscale propagation of unresolved subgrid processes)
can create substantial differences in the reconstructed storm
totals and hence in PMP estimates. Despite a growing body of
work applying model-based PMP (e.g., Toride et al. 2019;
Gangrade et al. 2019 in addition to the above references),
their uncertainty to our knowledge has not been assessed.
Some of the aforementioned PMP studies (Ohara et al. 2011;
Ishida et al. 2015a,b) may have used different models (includ-
ing MMS, a predecessor of the WRF Model) and setups
(domains, resolution, physics options), the precise impact of
which remains to be quantified. Our approach here is to de-
sign an ensemble of simulations that captures those important
sources of uncertainty in model-based PMP such that their
impact on PMP estimates can be assessed.

Additional motivation for representing uncertainty in model-
based PMP is the growing interest in risk-based rather than
deterministic approaches to flood preparedness. Risk-based
approaches typically involve the generation of a large number
of severe storms (which arise from different combinations of
conditions) with different associated probabilities. This ap-
proach has been used to quantify uncertainty in HMR PMP
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(Micovic et al. 2015) and in stochastic flood modeling stud-
ies (e.g., MGS Engineering Consultants, Inc. 2005). Consid-
ering a number of plausible extreme values rather than a
single storm as in risk-based approaches is valuable because
though PMP is a deterministic concept (whether HMR or
model-based), it is well known that the tail end of rainfall
frequency distributions, where PMP lies, is highly uncertain
(Smith and Baeck 2015; Enzel et al. 1993; O’Connor et al.
2002). Therefore, delineating the range (due to model un-
certainty) of possible PMP estimates is not only a first step
in improving confidence in model-based PMP but will also
help generate an understanding of extreme storms that can
support further development of risk-based frameworks.

We seek to improve the robustness and utility of model-based
PMP by identifying key sources of model error and uncer-
tainty and quantifying their impact on the range of possible
PMP values. To do so, we first assess the performance of a
single-configuration storm reconstruction, and then produce
an ensemble of PMP values (rather than a single estimate)
in order to adequately reflect uncertainty. The science ques-
tions we address are as follows:

1Y)

2)

What is the impact on the PMP estimate of the quality of
model reconstructions of precipitation?

What is the overall impact on the PMP estimate of known
sources of uncertainty (initial condition error, choice of
model parameterizations, and model errors)?

How important is this uncertainty relative to the size of
the maximization signal?

3)

2. Methods
a. Study area and storms of interest

Our study area is the Feather River watershed (3600 mi?)
upstream of Oroville Dam, California (Fig. 1). Our choice of
this location is guided by the existence of earlier PMP estima-
tion work for the Feather River and adjacent basins (Yuba
and American Rivers) (e.g., Ishida et al. 2015a,b; Ohara et al.
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TABLE 1. West-WRF physics parameterizations used as the
baseline run against which ensemble members (with different
combinations of physics options and/or perturbations) are compared
(Martin et al. 2018).

WREF option Scheme name

Microphysics
Cumulus scheme

Thompson (Thompson et al. 2008)
Grell-Freitas (Grell and Dévényi
2002)
Yonsei University (Hong et al. 2006)
RRTMG (Mlawer et al. 1997)
RRTMG (Mlawer et al. 1997)
Revised MMS5 (Jiménez et al. 2012)
Unified Noah Land Surface Model
(Niu et al. 2011)

Boundary layer scheme
Longwave physics
Shortwave physics
Surface layer physics
Land surface physics

2011). The Feather River, which is located on the western
slopes of the Sierra Nevada, makes for an ideal environment
for improving PMP in that the dominant precipitation mecha-
nism is atmospheric rivers (ARs). These synoptic-scale weather
systems are inherently more predictable and better repre-
sented by numerical models than e.g., small-scale convective
storms. In addition, topography plays a role in producing
more constrained simulations (Mahoney et al. 2021). We per-
formed model reconstruction and maximization of two extreme
historical events: the storms of February 1986 and January 1997.
The aforementioned studies have identified those two storms
as producing some of the largest precipitation totals both in
the historical record and after maximization. They additionally
have different dynamics (amounts of moisture, convection)
(Leung and Qian 2009), which may allow us to capture differ-
ent reconstruction performance and responses to maximiza-
tion, if any. We considered other storms such as December
1964 and February 2017 (associated with the Oroville Dam
spillway incident) but these storms were not retained because
of limited hourly observations available to evaluate model re-
constructions and relatively low 72-h precipitation totals,
respectively.

b. Baseline reconstruction of historical storms:
Model setup

We first produced single-configuration WRF reconstruc-
tions of the February 1986 and January 1997 storms. These
baseline storm reconstructions allowed us to assess model
performance before performing maximization (section 2d)
and subsequently including other configurations in the ensem-
ble experiments for both reconstructed and maximized ver-
sions of the storms (section 2e).

We used the WRF Model version 3.7.1 (Skamarock and
Klemp 2008). We followed the “West-WRF” model configu-
ration for our baseline runs. West-WREF is used by the Center
for Western Weather and Water Extremes as its operational
forecast model and is tailored for extreme precipitation asso-
ciated with atmospheric rivers along the U.S. West Coast. The
West-WREF configuration is described by Martin et al. (2018)
and parameterization schemes are summarized in Table 1.
The WRF Model was set up with two nested domains with
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resolutions of 9 and 3 km over the coastal western United
States (Fig. 1). The cumulus scheme was turned off in the in-
ner domain. The wide area covered by the outer domain al-
lowed to capture storm tracks and the Aleutian low, which
plays an important role in steering ARs toward the U.S. West
Coast.

We took the initial and boundary conditions for the WRF
simulations from ERAS Reanalysis (Hersbach et al. 2020) at
30-km spatial resolution. We chose ERAS because of its abil-
ity to reproduce IVT (IVT being an important factor in ex-
treme precipitation in this region), advanced data assimilation
scheme and high resolution (Cobb et al. 2021). Our WRF
Model runs are for periods of roughly six days which allows
for at least one day for spin up prior to the storm as well as
capturing three days of storm conditions for which maximized
storm totals are calculated.

¢. Evaluation of model reconstructions

We evaluated the WRF reconstructions of historical storms
through comparisons with the Cao et al. (2019) hourly
gridded (1/32°) precipitation dataset. The gridded precipita-
tion was obtained using the Mountain Mapper method using
hourly and daily data from NOAA'’s Cooperative Observer
Program (COOP) network, Remote Automatic Weather
Stations (RAWS), the Automated Surface Observing Sys-
tem (ASOS), the NOAA Hydrometeorological Automated
Data System (HADS), the California Data Exchange Center
(CDEC), and NOAA'’s Hydrometeorology Testbed (HMT).
In total, 60 stations were available for the February 1986 storm
and 85 stations for January 1997. This dataset was chosen
among other gridded products (which also use variations of
the Mountain Mapper method) as it is the only dataset that is
hourly and available during both storms for this location.

d. Baseline storm maximization for PMP estimation

The maximized storm simulations were produced using a
technique developed by Ishida et al. (2015b) called relative
humidity maximization (RHM). It is currently the most
widely used model-based PMP technique (see e.g., Gangrade
et al. 2019). While other methods are being developed (see
Toride et al. 2019), the primary goal of this work is not to fur-
ther refine the model-based PMP technique but rather to
evaluate uncertainty in an approach that currently exists. The
logic of RHM is to amplify a severe historical storm (as recon-
structed by the WRF Model, see section 2b above) by provid-
ing it with additional moisture at the domain boundaries. This
is done by setting relative humidity to 100% at all boundary
grid cells and all vertical levels in the forcing dataset (i.e., satu-
rating the boundary conditions) so that additional moisture
flows into the model domain. The basin-averaged 72-h total pre-
cipitation (for the same window that produced the highest
observed totals) obtained in the moisture-maximized simulation is
calculated for each storm (February 1986 and January 1997). We
emphasize that our goal here is not to obtain a PMP estimate but
rather to assess uncertainties in maximized storm totals that have
the potential to yield the PMP estimate, therefore we continue
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2 Storms
Jan. 1997 H Feb. 1986 \

h 3

2 Versions

Maximized
i.e., maximized storm

Reconstructed
i.e., “real” historical storm

(a) Initial Condition Uncertainty (“IC/BC”)
1-8 SKEBS perturbations to IC

(b) Parameterization Uncertainty (“Physics”)
1-8 Combinations of Physics Options

Microphysics Cumulus PBL
Thompson* (8) Grell-F* (3) YSU* (1)
Morrison (10) Tiedke (6) ACM2 (2)

(¢) Model Error Uncertainty (“SKEBS”)
1-8 SKEBS Perturbations to interior grid

(d) Combinations of (a), (b) and (c)
1-8 Combinations (Physics + IC/BC + SKEBS)
1-8 Combinations (Physics + SKEBS)
1-8 Combinations (Physics + IC/BC)
1-8 Combinations (IC/BC + SKEBS)

FIG. 2. (a)~(d) Summary of the ensembles for the reconstructed
and maximized sets of simulations for both the storms of February
1986 and January 1997. The ensembles were designed to sample
known sources of uncertainty that affect precipitation, hence PMP
estimates. In (b), the asterisks denote the physics options used in
the West-WREF setup and the numbers in parentheses refer to the
WREF parameterization code.

to work with both storms throughout this paper and refer to
“maximized” rather than “PMP” totals.

e. Uncertainty experiments

In addition to the baseline runs described above, we formed
ensembles of WRF simulations for both versions (recon-
structed and maximized) of both storms (February 1986 and
January 1997) that capture key sources of uncertainty in modeled
precipitation. We focused on three of the most widely acknowl-
edged sources of uncertainty that affect modeled precipitation:
boundary and initial condition errors, model parameterization
and upscale propagating errors (Berner et al. 2015). The remain-
der of this section describes the design of the ensembles, which
aims to balance computational cost with the generation of realis-
tic spread. Figure 2 provides an overview of all experiments,
which resulted in 56 ensemble members for each version (recon-
structed and maximized) of each storm.

Uncertainty due to the choice of physics parameterization
was assessed by testing different combinations of possible mi-
crophysics, cumulus and boundary layer schemes. These are
the parameterizations that exert the most control on WRF
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precipitation (Michaelis et al. 2021; Martin, et al. 2018), hence
on PMP estimates. Besides the Thompson (Thompson et al.
2008), Grell-Freitas (Grell and Dévényi 2002), and YSU
(Hong et al. 20060) combination of the West-WRF setup
(which we use as our baseline), the following alternative
schemes were used: Morrison (Morrison et al. 2009) for mi-
crophysics, Tiedtke (Tiedtke 1989) for cumulus, and ACM2
(Pleim et al. 2007) for PBL. This produced eight different
combinations of those possible schemes (Fig. 2b). This choice
of schemes is guided by F. Cannon et al. (2022, unpublished
manuscript), who identified schemes that differ from each
other (in order to generate representative spread) among
those found to be appropriate for the reconstruction of AR
storms in this region.

Besides parameterization, the influence of upscale propa-
gating errors arising due to initial conditions and model formu-
lation was addressed using WREF’s stochastic energy backscatter
scheme (SKEBS; Shutts et al. 2011; Palmer et al. 2009; Shutts
2005; Berner et al. 2009). SKEBS as implemented in WREF rep-
resents the upscale transfer of kinetic energy by generating
streamfunction perturbations, which perturb the rotational
wind. SKEBS was used with default WRF values as recom-
mended by Berner et al. (2011). We applied SKEBS perturba-
tions to initial and boundary conditions in eight different WRF
runs (which we term “IC/BC” runs), and to the interior grid in
another eight runs (which we term “SKEBS” runs) (Figs. 2a,c,
respectively).

In addition to ensemble members that consist of either dif-
ferent physics parameterization, or initial/boundary condition
perturbations, or interior grid perturbations alone, we pro-
duced runs that consist of various combinations of the experi-
ments above (Fig. 2d). We therefore obtain a 56-member
ensemble for each of the “reconstructed” and “maximized”
version of each storm (i.e., 112 members for each storm). Our
goal in creating this ensemble was not to attribute uncertainty
to either of these possible causes (boundary and initial condi-
tion errors, model parameterization, upscale propagating er-
rors or a combination) but rather to assess the magnitude of
the uncertainty produced by all of those different sources
together.

3. Results
a. Baseline storm reconstructions
1) MODEL EVALUATION

We first assessed the performance of the baseline storm re-
constructions (West-WRF, no perturbations) against which
we subsequently (section 3d) compared the full ensembles.
Our baseline precipitation reconstructions match observa-
tions well for January 1997, but less so for February 1986. The
timing of precipitation peaks is closely reproduced for both
storms (Fig. 3d, bottom row). The location of precipitation
centers (Figs. 3a,b, top row) is also well represented, but
the model has a wet bias at midelevations (Fig. 3c, second
row), which exists in both storms but is more pronounced in
February 1986. Correlations between observed and recon-
structed precipitation (across all pixels within the basin and
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FIG. 3. Evaluation of historical storm reconstructions: the spatial and temporal pattern of precipitation match observations well for both
the February 1986 and January 1997 storms, despite wet biases in basin-average 72-h total precipitation. (a),(b) Maps of modeled and ob-
served 72-h total precipitation, respectively. (c) Maps of percentage difference (modeled/observed). (d) Precipitation time series (modeled

and observed) with 72-h precipitation totals shown in the legend.

all 72 h during the storm) exceed 0.7 for February 1986 and
0.8 for January 1997, as has been pointed out before. For ex-
ample, Ishida et al. (2015a) similarly report a correlation of
0.78 averaged across 61 extreme storms in the Feather River
watershed. Overall, our simulations perform as well as such
previous WREF applications to the same domain.

We draw attention to the 72-h precipitation totals, which are
arguably an important characteristic to reproduce for PMP esti-
mation. The reconstructed basin-averaged 72-h total precipita-
tion for February 1986 has a wet bias which amounts to 37% of
the observed total (235 mm), in large part due to excessive mod-
eled precipitation during the first half of February 18. On the
other hand, the reconstructed basin-averaged 72-h total precipita-
tion for the January 1997 storm (286 mm) has a smaller wet bias
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of 7% of the observed total (267 mm). Such wet biases and the
lower model performance in February 1986 compared to January
1997 have been noted in other PMP studies in the Sierras, includ-
ing Ishida et al. (2015a) and Ohara et al. (2011, 2017). Yet this is
the first time that the magnitude of these biases in recon-
structed precipitation totals are examined in the context of
PMP estimation, the importance of which we further assess in
section 3b in light of the magnitude of the maximized totals.

The performance of our reconstructions reflects the current
capabilities and limitations of mesoscale precipitation model-
ing. The wet bias we observe in the Sierra Nevada is acknowl-
edged by a large body of work on WRF performance (e.g.,
F. Cannon et al. 2022, unpublished manuscript; English et al.
2021; Caldwell et al. 2009; Jankov et al. 2009). Further
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February 1986
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FIG. 4. Precipitation time series for reconstructed and maximized runs precipitation (with 72-h precipitation totals
shown in the legend) started (a) 36 h prior (as in the rest of this study, as in Fig. 3d, shown again here for comparison)
and (b) 12 h prior to the onset of the February 1986 storm. Late-start runs show a slight improvement in reconstructed
precipitation and result in a lower maximized precipitation total compared to early-start simulations.

investigating the causes of the wet bias, and specifically condi-
tion-dependent performance between these two storms, could
improve confidence in PMP. Precipitation performance is the
topic of recent and ongoing research (such as the work cited
above on WRF performance) which is targeted to errors in
the modeled temperature profile, integrated water vapor,
wind speed and direction. Given the complexity of these pro-
cesses, we do not try to further explain precipitation perfor-
mance but instead focus on evaluating the uncertainty that
arises from the resulting errors. Conversely, discrepancies
between observed and modeled precipitation could stem
from errors in observations. To address observation errors,
Newman et al. (2015) suggest that an ensemble of precipita-
tion data should be used from which uncertainty can be esti-
mated, but no such dataset is available for the Feather River
basin at the hourly time scale. While some strategies to ad-
dress model performance (e.g., retaining only storms that are
well reconstructed or using bias correction designed to lever-
age ensemble model output, see Chapman et al. 2019) hold
some promise, these strategies do not seem appropriate given
the currently limited understanding of observation uncer-
tainty. Thus, at this stage using all storms without correction
appears to be the best strategy, so long as the possible errors
are known and acknowledged.

2) IMPORTANCE OF SIMULATION START TIME
RELATIVE TO STORM ONSET

Given the performance issues noted in the February 1986
reconstruction, we investigated whether starting the simula-
tion closer to the beginning of the 72-h storm period would
improve modeled precipitation, and whether this would have
an impact on the maximized total. While the model does re-
quire some spinup, earlier start times are expected to accumu-
late more errors. Therefore, a choice about when to start the
simulations is made, which represents an additional source
of variability in PMP estimates. The wet bias in the recon-
structed 72-h basin-averaged total decreases from 37% of ob-
served totals (starting 36 h prior as in the rest of this study) to
24% (starting 12 h prior). The improvement is mainly due to
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the lower precipitation during the first half of February 18th
being better represented in the simulation with the shorter
lead time (Fig. 4). The maximized 72-h totals as a result de-
crease from 418 to 399 mm. Our goal here is not to determine
the optimal time to start simulations, but rather to point out
that simulation start time is another, albeit small, source of
uncertainty in PMP estimates.

b. Baseline storm maximization

Next, we performed the maximized simulations using the
RHM technique of Ishida et al. (2015b) for the same two
storms (February 1986 and January 1997) we reconstructed
above. The setup for maximized simulations is identical to
the reconstructions with the exception that additional mois-
ture is provided at the model boundaries. As expected, the
RHM technique produces a stronger AR with increased in-
tegrated vapor transport (IVT) in comparison with the re-
construction (Figs. 5a,b, top row). The precipitation
increases produce basin-averaged maximized totals (418
and 399 mm, respectively) that represent 130% and 140%,
respectively, of reconstructed totals over the Feather, for
the storms of February 1986 and January 1997 (Figs. Sc—e,
middle and bottom rows). We refer to these precipitation in-
creases as the maximization signal. The maximization signal
is smaller for February 1986, possibly because that storm
had a larger precipitation total before maximization than
January 1997. We point out that the wet biases noted in sec-
tion 3a above in the reconstructions represent 21% and 5%
(February 1986 and January 1997, respectively) of the maxi-
mized totals; therefore, we reiterate that the February 1986
bias is not completely negligible.

¢. Ensemble runs (reconstructed and maximized) and
assessment of uncertainty

This section examines the two ensemble (56-member
each) reconstructions of the February 1986 and January
1997 storms (shaded blue areas on Fig. 6), keeping in mind
the issues with the baseline reconstruction of February 1986
(section 3a). We find that the February 1986 reconstructed
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FIG. 5. Maximized simulations for the February 1986 and January 1997 storms show increased precipitation totals compared to recon-
structed simulations. (a),(b) Maps of reconstructed and maximized 72-h total integrated vapor transport (IVT), respectively. (c),(d) Maps
of reconstructed and maximized 72-h total precipitation, respectively. (e) Precipitation time series (observed, reconstructed, and maxi-

mized) with 72-h precipitation totals shown in the legend.

ensemble encounters the same issues as the baseline run
(dashed blue lines): the majority of the observations (blue
dots) are missed (Fig. 6). Even the lowest ensemble members
overestimate precipitation during the trough on the first half of
18 February, which caused the large bias in the baseline recon-
struction. This is despite the fact that the February 1986 ensem-
ble has twice the amount of spread (118 mm) compared to
January 1997 (55 mm). Expanding the ensemble to represent
additional sources of uncertainty, e.g., attributable to parame-
terization schemes (see stochastic parameter perturbation, or
SPPT: Palmer et al. 2009) in addition to SKEBS (which simu-
lates upscale propagating errors), may explain why the cur-
rent ensemble is missing observations. The reconstructed
ensemble for January 1997, on the other hand, performs
much better: it has less spread but encapsulates almost all
of the precipitation observations. Irrespective of the storm,
we note that the ensemble mean (solid blue lines) captures
the temporal evolution of precipitation better than the
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baseline run (dashed blue lines). The fact that the ensem-
ble mean performs better than even an extensively tested
single configuration such as West-WRF highlights the
value of such an ensemble in producing more robust PMP
simulations.

We next examine the two maximized ensembles (shaded
red areas on Fig. 6) and what they tell us about the robust-
ness of the PMP estimates. The maximized ensembles are
very similar between the two storms (unlike the recon-
structed ensembles): there is almost the same spread among
maximized runs for February 1986 (99 mm) and January
1997 (89 mm). The spread among maximized ensemble
members amounts to +7% of the ensemble mean estimate
for both February 1986 and January 1997. The smaller maxi-
mization signal causes the maximized ensemble to overlap
with reconstructions in February 1986, while they are clearly
distinct in January 1997. The overlap raises questions as to
the suitability of the PMP estimate obtained from the
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FIG. 6. Reconstructed (blue) and maximized (red) precipitation ensembles for the storms of February 1986
and January 1997: magnitude and spread of maximized precipitation totals are comparable for the two storms.
(a) Precipitation time series. (b) Cumulative precipitation over the 72-h peak storm period. The arrows and
numbers indicate the spread between the lowest and highest ensemble members.

February 1986 storm. That said, at this stage we recommend
retaining storms like February 1986 for two reasons. First,
this study applied the RHM technique only (additional
storm maximization techniques are under development, see
Toride et al. 2019), so it is possible that the PMP is in fact
larger for both storms. Furthermore, the comparable behav-
ior of the maximized simulations (magnitude of the totals
and spread) in February 1986 and January 1997 suggests
that most maximized storms for a given location may be
similar, irrespective of which reconstruction they originate
from. If confirmed by a larger sample of storms, this would
indicate that so long as uncertainty is described, the PMP
estimate is robust.

We conclude this section by giving an example of how our
maximized precipitation ensembles can be interpreted to bet-
ter understand the implications of model-based PMP uncer-
tainty for dam safety. In Fig. 7, we show the ensemble mean
and 90th percentile on histograms of 72-h precipitation result-
ing from maximization of the two storms, together with the
single-value (West-WRF configuration, no perturbations) esti-
mate. Our ensembles suggest that PMP is not likely to be
much greater than the ensemble mean: the 90th percentile val-
ues are 432 mm for both storms, i.e., 107% of the ensemble
mean for both storms. While there are many different ways to
produce the ensembles that may yield various amounts of
spread, this first assessment suggests that model uncertainty,
often seen as a major barrier to the development of model-
based PMP, may only have a modest impact on the PMP
estimate.
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4. Conclusions

The use of numerical weather models to estimate model-
based PMP is an important advance over traditional PMP guid-
ance (e.g., NOAA Hydrometeorological Reports, or HMRs) as
it incorporates current understanding of the processes that con-
trol extreme precipitation. The model-based approach does,
however, introduce new sources of uncertainty associated with
initial conditions, upscale propagating errors, and the selection
of alternative physics options in weather models like the
Weather Research and Forecasting (WRF) Model used here.
We evaluated these uncertainties in reconstruction and maximi-
zation of two very severe storms (February 1986 and January
1997) over the Feather River basin upstream of Oroville Dam.
We first assessed the performance of a baseline (West-WREF,
no perturbations) model configuration in reconstructing ob-
served precipitation during these two events, and the impacts of
any biases on the baseline maximized precipitation totals used
for PMP estimation. We then designed ensembles of 56 recon-
structed and 56 maximized simulations that captured model
uncertainty using alternative model physics and stochastic per-
turbations for each of those two storms. The goal of our experi-
ments was to describe how much the model-based PMP could
be expected to vary due to the quality of the storm reconstruc-
tions and model uncertainties.

These analyses, the result of which we summarize here, al-
lowed us to better characterize the robustness of model-based
PMP estimates. We found that reconstructions of the storms
of February 1986 and January 1997 generally match the
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FIG. 7. Maximized precipitation totals histograms for the Feather River basin for the storms of February 1986 and
January 1997. The histograms are produced using the 56 maximized simulations for each storm. The single-value
(baseline, i.e., West-WRF without perturbations) maximized precipitation estimate is shown in red and the ensemble

mean and 90th percentile values are shown in black.

spatial structure of observations well, but a wet bias exists
that can be large (5% of maximized 72-h total precipitation
for the 1997 storm but closer to 21% for the 1986 storm). Our
maximized precipitation totals for both storms are similar in
magnitude and uncertainty, i.e., they do not appear to be af-
fected much by the characteristics of the historical storm or
the quality of its reconstruction. In addition, uncertainty asso-
ciated with initial conditions, upscale propagating errors and
alternative physics options is modest, on the order of +7% of
the ensemble-mean model-based maximized estimate. Below
are the main conclusions we draw from this analysis.

Our findings confirm that the quality of WRF precipitation
reconstructions in the western United States is generally ade-
quate for PMP estimation. This is especially true of atmo-
spheric river (AR) storms interacting with topography,
which we and earlier studies (Ishida et al. 2015a,b; Ohara
et al. 2011; Toride et al. 2019) have shown can be repro-
duced well. Ongoing work addressing known issues with the
precipitation efficiency of WRF microphysics schemes in
the coastal western United States (English et al. 2021) as
well as bias correction techniques (Chapman et al. 2019) is
expected to bring further improvements. In fact, Lundquist
et al. (2019) have shown that modeled precipitation can sur-
pass the skill of observations in some cases. Therefore,
biases in storm reconstructions should in most cases not be
a greater concern than observation errors which may affect
HMR PMP estimates.

We additionally believe that concerns about model uncer-
tainty should not be a barrier to further development of
model-based PMP. We have not attempted to decide on an
acceptable amount of uncertainty as such a threshold would
be context dependent. Instead, we suggest that characteriza-
tion of uncertainty should become part of the PMP estimation
process. This can be accomplished by use of ensemble meth-
ods such that the uncertainty range is known, and a single
value, if needed, can be selected by the user according to the
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appropriate level of risk for a given application. While the
currently in-use PMP methodology (Corrigan et al. 1999) was
meant to be deterministic and extremely conservative in the
absence of means to estimate its uncertainty, we believe that
the ensemble approach we propose provides a first step to-
ward re-evaluating PMP estimates in light of new information
afforded by NWP modeling.

Although modest, the biases and uncertainties we identify
highlight the importance of working with a large sample of
historical storms. We saw that the quality of reconstructions,
magnitude of the maximization signals and amounts of uncer-
tainty differed among only two storms. Understanding how
exactly the enforced moisture increases control changes in pre-
cipitation, depending on physical differences between storm
systems, will also be needed to ensure the characteristics of un-
certainty are captured. That said, an important insight from
this study is that the historical storm reconstruction, whose
moisture is “filled in” by the moisture maximization technique,
has a limited impact on the maximized precipitation totals. If
this pattern is confirmed across a larger sample of storms, it
would imply that consistent model-based PMP estimates can
be produced that may be approaching a physical limit, irre-
spective of the storm they are obtained from.

Importantly, model uncertainty is not the only source of uncer-
tainty that needs to be evaluated in the model-based approach.
Scaling moisture (rather than directly scaling precipitation as in
the HMR approach) requires decisions as to how much moisture
should be added, where, and for how long. These decisions and
the variability they introduce in the maximized totals could also
be represented as alternate ensemble members. Producing PMP
ensembles that reflect both model (as in this analysis) as well as
maximization uncertainty would provide a more complete pic-
ture of the robustness of model-based PMP. Characterizing
model-based PMP uncertainty will help assess the extent to
which model-based PMP can become a physically based alterna-
tive to HMR guidelines and at the same time support continued
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developments in the modeling of extreme precipitation events
and flood risk analysis.
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